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Abstract

Identification of potent peptides through model prediction can reduce benchwork in wet experiments. However, the conventional
process of model buildings can be complex and time consuming due to challenges such as peptide representation, feature selection,
model selection and hyperparameter tuning. Recently, advanced pretrained deep learning-based language models (LMs) have been
released for protein sequence embedding and applied to structure and function prediction. Based on these developments, we have
developed UniDL4BioPep, a universal deep-learning model architecture for transfer learning in bioactive peptide binary classification
modeling. It can directly assist users in training a high-performance deep-learning model with a fixed architecture and achieve cutting-
edge performance to meet the demands in efficiently novel bioactive peptide discovery. To the best of our best knowledge, this is the
first time that a pretrained biological language model is utilized for peptide embeddings and successfully predicts peptide bioactivities
through large-scale evaluations of those peptide embeddings. The model was also validated through uniform manifold approximation
and projection analysis. By combining the LM with a convolutional neural network, UniDL4BioPep achieved greater performances than
the respective state-of-the-art models for 15 out of 20 different bioactivity dataset prediction tasks. The accuracy, Mathews correlation
coefficient and area under the curve were 0.7-7,1.23-26.7 and 0.3-25.6% higher, respectively. A user-friendly web server of UniDL4BioPep
for the tested bioactivities is established and freely accessible at https://nepc2pvmzy.us-east-1.awsapprunner.com. The source codes,
datasets and templates of UniDL4BioPep for other bioactivity fitting and prediction tasks are available at https://github.com/dzjxzyd/
UniDL4BioPep.
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INTRODUCTION

far, some peptides have been commercialized for applications

Bioactive peptides (BPs) are protein fragments with positive
biological effects, which can be produced from sustainable food
protein sources through enzymatic hydrolysis or fermentation
[1,2]. BPs have gained tremendous attention from both researchers
and consumers, which is driven by the increasing demand
for natural nutraceuticals, concerns of synthetic products,
sustainability and, most importantly, the diverse bioactivities
exhibited by BPs and their potential to relieve the health burdens
[3, 4]. The global BPs market, excluding peptide drugs, is expected
to double from 48.6 billion USD in 2020 to 95.7 billion USD by 2028
(https://www.verifiedmarketresearch.com/product/bioactive-

peptides-market/). Besides, BP-related research publications were
tripled in the past ten years, and thousands of BPs have been
identified and deposited in free publicly accessible databases (e.g.
DFBP, BIOPEP-UWM, CAMPgs, AHTPDB, SpirPep, etc.) [2, 5-11]. So

such as drugs, nutraceuticals and cosmeceuticals [2].

Conventionally, biochemistry approaches, including protein
pretreatments, protein hydrolysis (or microbial fermentation),
hydrolyzate fractionation and purification, and in vitro or in vivo
evaluation are the mainstreams in the novel BPs identification
[1, 12-16]. However, these technical routes are hindered by
their low efficiency, high cost and heavy reliance on advanced
instruments and skilled personnel. To overcome these limitations,
some researchers have turned to employ bioinformatics tools,
particularly quantitative structure-activity relationships (QSAR)
modeling, to fully utilize accumulated BPs data and conduct QSAR
models for predicting BPs and decision-making before wet bench
research [15, 17-19].

There are three essential steps in QSAR modeling: BPs data
collection, peptide representation/encoding/feature extraction
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and model development. The most challenging part is the peptide
representation, where peptide sequences are converted into
numerical vectors or matrix by different descriptors for further
model development [5]. Up to now, various encoding approaches
have been proposed, including the physicochemical properties
and biochemical properties of amino acids (e.g. AAlndex), amino
acid descriptors (e.g. z-scale), amino acid composition, molecular
descriptors and fingerprints of the peptide (e.g. three-dimensional
(3D) structure information), composition-based descriptors (e.g.
amino acid composition and dipeptide composition), binary
profile (one-hot encoding), etc. [17, 18, 20-22]. There are some
disadvantages in the application of these encoding methods.
First, the simple combination of these descriptors leads to high-
dimensional features, which include redundant information,
hence undermining the predictive performance. Even though
many feature selection methods are available to solve the high-
dimension problem, the process is time-consuming and tedious
because of enormous trial-and-error tests [23-25]. Additionally,
the descriptors may not accurately represent peptides. For
example, composition-based descriptors lack information about
the sequential order, and physicochemical properties can only
provide information that can be determined.

In natural language processing (NLP) tasks, word embeddings
have been prevalently used to capture semantic properties and
linguistic relationships between words and numerical output
representations of raw text data for further machine learning (ML)
model development [26]. The protein sequence is highly similar
to human beings’ natural languages, where different amino acids
compose a ‘language of life’ [27]. Most recently, such pretrained
deep learning-based language models (LMs) for protein sequence
embeddings have been released, such as evolutionary scale
modeling (ESM), unified representation (UniRep) and ProtTrans
[27-32]. These LMs are trained on large datasets (billions of
sequences) to internalize the information encrypted in protein
sequences and have exhibited enormous potential in descriptive
representations (embeddings) of proteins only relying on their
sequences for comparable or improved predictive power in
downstream tasks, such as subcellular location, structure
prediction and function prediction [27, 30, 31]. Very recently, based
on ESM-2 LM, the Meta Fundamental Al Research Protein Team
(FAIR) developed a protein 3D structure predictor (ESMFold). Using
the similar fold blocks to AlphaFold2, ESMFold was up to 60 times
faster than AlphaFold2 and had lower template modeling score
(TM-score) in CAMEO and CASP14 datasets [30].

Given that the building blocks of peptides (i.e. amino acids)
are the same as those in proteins, and that their bioactivity is
comparable to the functionality of proteins, peptide sequences
can also be embedded using LMs for bioactivity prediction. To the
best of our knowledge, there are few attempts to employ these
cutting-edge LMs for peptide embeddings in bioactivity prediction.
Transfer learning relying on deep learning has been used to
simplify efforts in model architecture design when new tasks can
be solved by the previous knowledge [27, 33]. Convolutional neural
network (CNN) exhibited promising performance in BPs prediction
[17, 18, 25, 34]. Since each element in the peptide embeddings
vector/matrix is unique under the specific peptide sequence and
the output feature dimension of ESM is a fixed length, itis not nec-
essary to conduct additional feature extraction and processing to
unify the feature dimension after embeddings. The fixed feature
dimension makes it more suitable for the designing of feature
extraction layers in CNN and applying the CNN model to other
BP datasets. Therefore, the combination of those LMs and deep
learning models may build a universal modeling architecture for
BPs prediction among different BP datasets.

The objective of this study was to build a model architecture
thatrelies on a pretrained LM and a CNN model and to investigate
the potential of this architecture for transfer learning in different
BPs prediction tasks. A state-of-the-art (SOTA) LM, ESM-2, was
first used for peptide embeddings, and then a CNN model was
proposed to be compatible with the peptide embeddings for BPs
prediction (Figure 1). The universal architecture UniDL4BioPep
was used to fit 20 different BPs’ benchmark datasets, and the
performance of the model was compared with the SOTA per-
formance. The UniDL4BioPep has the potential to be used to fit
various BP datasets with different bioactivities and generate high-
performance models for prediction tasks. It could also inspire
future prediction model development for bioactivity prediction.

MATERIALS AND METHODS
Benchmark datasets

All the benchmark datasets were retrieved from the reported
SOTA models to conduct a fair and unbiased performance
evaluation and comparison. Twenty BPs datasets for eighteen
different bioactivities were collected, including angiotensin-
converting enzyme (ACE) inhibitory activity (anti-hypertension)
[35], dipeptidyl peptidase IV (DPPIV) inhibitory activity (antidi-
abetes) [21], bitter [25], umami [36], antimicrobial activity [6],
antimalarial activity [37], quorum-sensing (QS) activity [38],
anticancer activity [39], anti-methicillin-resistant S. aureus (MRSA)
strains activity [40], tumor T cell antigens (TTCA) [22], blood-
brain barrier [41], antiparasitic activity [42], neuropeptide [43,
44], antibacterial activity [45], antifungal activity [45], antiviral
activity [45], toxicity [46] and antioxidant activity [18]. The dataset
information is summarized in Table 1, and further details on
the benchmark datasets can be found in previous studies (also
accessible at https://github.com/dzjxzyd/UniDL4BioPep).

Language model for peptide embeddings and
data processing

ESM is an LM project initiated by FAIR in 2019 (https://github.
com/facebookresearch/esm). Most recently, an updated version of
ESM was released as ESM-2, which was trained on the UR50/D
2021_04 dataset and outperformed across a range of structure
prediction tasks [30]. ESM-2 contained 6 LMs varying from 48
layers with 15 billion parameters for 5120 output embeddings
dimensions to 6 layers with 8 million parameters for 320 output
embeddings dimensions. Due to the relatively small size of BPs
datasets, the LM (esm2_t6_8M_UR50D) with the lowest output
embeddings dimension (320) was selected for peptide embeddings
to simplify the CNN model architecture and avoid the curse of
dimensionality in model development.

The dataset splitting followed the previous reports where the
training and test datasets samples were the same as those used
in the SOTA models. In each bioactivity benchmark dataset test,
each peptide sequence was first input into the pretrained ESM
model to generate a 1*320 dimension numerical vector (Figure 1).
Before the CNN model development, a min-max normalization
was conducted relying on a training dataset to scale the features
in range (0, 1). Normalization in the test dataset is based on
the maximum values and minimum from the training dataset.
To understand the effectiveness of the ESM-2 in peptide embed-
dings for bioactivity prediction, uniform manifold approximation
and projection (UMAP) was used to visualize the high-dimension
embeddings in a two-dimension graph [47]. Besides, visualization
based on t-distributed stochastic neighbor embedding (t-SNE) was
also conducted and provided [48].
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Figure 1. Schematic framework of UniDL4BioPep for peptide bioactivity prediction by integrating ESM-2 and CNN. Note: Peptide of any length is encoded
as 320 dimensions embedding by ESM-2, and the embedding is fed into the CNN model. The first layer has 32 filters, and each of these filters undergoes
1D convolution with kernel size 3, stride 1 and ReLU activation function and further down-sampled via a max pooling layer with stride 2. The output
32*160 feature matrix is transformed as a 1D vector in the flatten layer and loaded into a dense layer (fully connected layer) with one hidden layer (64
neurons and ReLU as activation function). The final output layer has two neurons with SoftMax function for prediction.

Table 1. Benchmark datasets collected from publications with state-of-the-art models

Bioactivity Training dataset Test dataset Reference
ACE inhibitory activity 913 Positives and 913 negatives 386 Positives and 386 negatives [35]
DPP IV inhibitory activity 532 Positives and 532 negatives 133 Positives and 133 negatives [21]
Bitter 256 Positives and 256 negatives 64 Positives and 64 negatives [25]
Umami 112 Positives and 241 negatives 28 Positives and 61 negatives [36]
Antimicrobial activity 3876 Positives and 9552 negatives 2584 Positives and 6369 negatives [6]
Antimalarial activity Main dataset (111 positives and 1708 Main dataset (28 positives and 427 [37]

negatives); alternative dataset (111 negatives); alternative dataset (28 positives

positives and 542 negatives) and 135 negatives)
Quorum sensing activity 200 Positives and 200 negatives 20 Positives and 20 negatives [38]
Anticancer activity Main dataset (689 positives and 689 Main dataset (172 positives and 172 [39, 56]

negatives); alternative dataset (776 negatives); alternative dataset (194

positives and 776 negatives) positives and 194 negatives)
Anti-MRSA strains activity 118 Positives and 678 negatives 30 Positives and 169 negatives [40]
Tumor T cell antigens 470 Positives and 318 negatives 122 Positives and 75 negatives [22]
Blood-Brain Barrier 100 Positives and 100 negatives 19 Positives and 19 negatives [41]
Antiparasitic activity 255 Positives and 255 negatives 46 Positives and 46 negatives [42]
Neuropeptide 1940 Positives and 1940 negatives 485 Positives and 485 negatives [43, 44]
Antibacterial activity 6583 Positives and 6583 negatives 1695 Positives and 1695 negatives [45]
Antifungal activity 778 Positives and 778 negatives 215 Positives and 215 negatives [45]
Antiviral activity 2321 Positives and 2321 negatives 623 Positives and 623 negatives [45]
Toxicity 1642 Positives and 1642 negatives 290 Positives and 290 negatives [46]
Antioxidant activity 582 Positives and 541 negatives 146 Positives and 135 negatives [18]

CNN model architecture

The CNN model was built with Keras framework (http://www.
keras.io). For this study, there are totally eight layers (Figure 1) in
the CNN models. The first layer was the input layer, where the

peptide sequence information was represented by a numerical

vector generated by the LM model. Then, the next layer is a 1D
convolutional layer with filter sizes of 32, kernel size of 3 and
ReLU activation, and then a 1D max pooling layer was added
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to reduce the dimensionality. In addition, batch normalization
and dropout (rate=0.15) were added to avoid overfitting. Subse-
quently, the output of the convolutional layer was flattened and
followed by a dense layer containing 64 hidden neurons with ReLU
activation function and a dropout rate of 0.15. The last layer is
also a dense layer with two neurons with a SoftMax activation
function for binary classification. Stochastic gradient descent
(SGD) was chosen as the optimizer to accelerate the model fitting
and maximize its performance, and step decay was set for the
learning rate during the epoch. Besides, an early stop was also set,
and the best weight would be stored under the consideration of
validation accuracy. The largest epoch time is 200, but in practice,
it usually stops around 100 epochs, which takes around two to
three minutes on the Google Colab platform.

Model evaluation

Accuracy (ACC), balanced accuracy (BACC), sensitivity (Sn), speci-
ficity (Sp), Matthews correlation coefficient (MCC) and area under
the curve (AUC) were adopted to evaluate the model performance.
Those parameters were calculated based on the number of true
positive (TP), false positive (FP), false negative (FN) and true nega-
tive (TN). They are calculated by the following equations:

TP+ TN
ACC= — T %
TP+ TN+ FP 4 FN’
TP
Sn=—
"= TPrEN
™™
Sp_TN—i—FP’

BACC=0.5%5n+ 0.5 Sp,

(TP % TN) — (FN % FP)

MCC = .
/(TP + FN) % (TN + FP) * (TP + FP) * (TN * FN)

The AUC is calculated relying on the sklearn ‘roc_auc_score’
function through the portability distribution of the model predic-
tion in the test dataset.

UniDL4BioPep-FL for imbalanced datasets

In some cases, the bioactive peptide dataset may not be well
balanced, resulting in one class being under-represented, which
can cause the model in learning less from the minority class [49].
Therefore, the focal loss (FL) function was introduced to tackle
the challenge in the imbalanced dataset relying on its ability to
down-weight easy examples and thus focus training on hard neg-
atives [50]. Besides, the FL function allows for adjustment of the
weighting factor to balance the importance of positive/negative
samples. The modified version is named UniDL4BioPep-FL, which
contains two hyperparameters, the focusing parameter (gamma)
and weighting factor (alpha), which need to be tuned and specified
compared to the original UniDL4BioPep model. To be compatible
with FL function, the lastlayer was changed to a one neuron with a
sigmoid activation function for binary classification. The equation
for FL calculation is below:

fy=1

otherwise

Focal loss — 1 —¢(1—P)" log®
~(1—a)plog(l-p)

where P is the model’s estimated probability for the class with
label y=1 (positive); y is the focal parameter (y >0) and « is the
weighting factor.

RESULTS AND DISCUSSION
Peptide embeddings analysis

The ESM-2 LMs were trained with the masked language objective,
which enabled the LMs to learn dependencies between residues
and internalize sequence patterns during millions of repetitions
of evolutionarily diverse protein sequences [30]. The architec-
ture of EMS-2 LMs is based on bidirectional encoder represen-
tations from transformers (BERT) style encoder, which is known
for its ability to return different representations for the same
words depending on the contexts [51]. The residues in a pep-
tide sequence contain both information about the residues and
information about their position/sequential information. One-
hot encoding is a solution to capture both types of information
encoded in the peptide sequence. However, the feature matrix is a
sparse matrix, and the matrix shape is dependent on the length of
the peptide [18]. This can limit the performance of the model since
capturing the feature in a spare matrix is difficult. ESM-2 LMs,
on the other hand, can generate fixed-length peptide embeddings
and dense matrices.

UMAP is a general dimension reduction technique for visual-
ization purposes. Similar to t-SNE, it prioritizes the preservation
of local distances over global distances and has the ability to
handle outliers and nonlinear relationships, resulting in better
performance than principal component analysis in biological data
processing [47]. In this study, UMAP distribution of positive and
negative samples in both training and testing datasets was plot-
ted in two-dimensional feature space by using 320-dimensional
embeddings. As shown in Figure 2, most positive and negative
samples are clearly distributed in two clusters. Such distinct
differences in the dimensional feature space are generally an
indication of the great representation of peptide sequence infor-
mation for further model development and correspond to opti-
mal models [35, 38]. This is also consistent with UniDL4BioPep’s
performance in these datasets (Table 2). There is an apparent
discrepancy in the number of positive and negative samples in
several datasets (Figure 2E, F, K), which is due to an imbalance in
the original datasets. Similar observations were also noticed in the
t-SNE distribution graphs (Supplementary Figure S1). However,
the clustering boundary in t-SNE is more ambiguous compared
to UMAP. This may be because of the preservation of more global
structures in t-SNE, or it may not be suitable for visualizing
clusters in these cases, as has been reported in real-world datasets
[47,52].

Performance evaluation of UniDL4BioPep with
SOTA models on the independent test datasets
of BPs

To evaluate the robustness and accuracy of our proposed
UniDL4BioPep in different BPs datasets, the performance of
the SOTA models using the same datasets for training and
performance evaluation was collected and compared with
the performance of UniDL4BioPep (Table 2). There was a total
of twenty datasets for the eighteen bioactivities, where both
antimalarial and anticancer activities had two datasets. Among
the twenty datasets (Table 2), UniDL4BioPep achieved better
performance than the SOTA models in fifteen datasets, where
the ACC, MCC and AUC were 0.7-7, 1.23-26.7 and 0.3-25.6%
higher than those in the SOTA models. For the remaining datasets,
the performance of UniDL4BioPep was also comparable to that
achieved by the SOTA models. It is worth noting that during model
development in all these datasets, UniDL4BioPep only performed
data loading and waited for the trained model for performance
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Figure 2. Uniform manifold approximation and projection (UMAP) of positive and negative samples in different bioactive peptide datasets. Note: (A) ACE
inhibitory activity, (B) DPP IV inhibitory activity, (C) bitter, (D) Umami, (E) antimicrobial activity, (F) antimalarial activity (main dataset), (G) antimalarial
activity (alternative dataset), (H) quorum sensing activity, (I) anticancer activity (main dataset), (J) anticancer activity (alternative dataset), (K) anti-MRSA
strains activity, (L) tumor T cell antigens, (M) blood-brain barrier, (N) antiparasitic activity, (O) neuropeptide; (P) antibacterial activity, (Q) antifungal
activity, (R) antiviral activity, (S) toxicity and (T) antioxidant activity. Graphs were generated using the whole dataset with n_neighbors parameters =20.

evaluation in independent test datasets, while each SOTA model
had different model architectures, feature selection strategies
and hyperparameter tuning. Such performance comparisons
demonstrate the great generalization ability of UniDL4BioPep, and
its tremendous potential to adapt to new target (i.e. bioactivity or
other functions) predictions. The only requirement for the new
bioactivity prediction model development is a high-quality and
well-labeled dataset.

A total of twenty SOTA model architectures for the respec-
tive bioactivities are briefly reviewed and compared with
UniDL4BioPep in Table 3. Most SOTA models for the twenty
bioactivities adopted similar peptide representation methods,
including composition-based methods (e.g. amino acid com-
position and dipeptide composition), binary profile (one-hot
encoding) and physicochemical properties of amino acids (e.g.
amino acid index databases). As previously mentioned, these
embedding approaches suffer from the loss of sequential
information, insufficient description of peptides and the curse of
dimensionality. Most researchers still tend to choose traditional

ML methods (e.g. random forest) due to the limited data and better
explainability compared to neural networks. Therefore, feature
selection is essential for simplifying the model complexity and
increasing prediction power when the feature dimension is high
or too many features are combined. Most recently, Charoenkwan
et al. conducted a series of experiments demonstrating better
performance and set new SOTA records based on the scoring
card method (SCM), which also had a built-in feature selection
procedure based on a genetic algorithm [21, 36, 37, 40]. There
were also studies employing the idea of word embedding from
NLP. In the study of Pang et al., 31 million peptide sequences
from the Pfam dataset were used to train a language model
by self-learning for peptide embeddings [6]. Other NLP-based
approaches, including Word2Vec, TFIDF, Pep2Vec and FastText,
were also used in peptide embeddings [25, 43]. UniDL4BioPep
achieved comparable performance compared to the SOTA
prediction performance in bitterness, neuropeptide and toxicity
from previous studies. Specifically, the better performance in
bitterness prediction to some extent supports the idea that with
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Table 2. Comparison between the performance of UniDL4BioPep and state-of-the-art models from the same benchmark datasets

Bioactivity* Model name ACC BAGCC Sn Sp MCC AUC
ACE inhibitory activity UniDL4BioPep 0.851 0.851 0.836 0.852 0.703 0.901
mAHTPred [35] 0.883 N/A 0.894 0.873 0.767 0.951
DPP 1V inhibitory activity UniDL4BioPep 0.853 0.853 0.861 0.846 0.707 0.938
iDPPIV-SCM [21] 0.797 N/A 0.789 0.805 0.594 0.847
Bitter UniDL4BioPep 0.938 0.938 0.924 0.952 0.875 0.982
BERT4Bitter [25] 0.922 N/A 0.938 0.906 0.844 0.964
iBitter-Fuse [54] 0.93 N/A 0.938 0.922 0.859 0.933
Umami UniDL4BioPep 0.888 0.875 0.846 0.905 0.735 0.948
UniDL4BioPep-FL 0.888 0.883 0.892 0.875 0.733 0.943
(gamma = 3)**
iUmami-SCM [36] 0.865 N/A 0.714 0.934 0.679 0.898
Antimicrobial activity UniDL4BioPep 0.962 0.958 0.968 0.948 0.908 0.991
UniDL4BioPep-FL 0.96 0.961 0.96 0.963 0.903 0.991
(gamma =3.5)**
TransImbAMP [6] N/A 0.969 0.963 0.974 N/A N/A
Antimalarial activity UniDL4BioPep 0.98 0.989 1 0.979 0.815 0.921
(main dataset) UniDL4BioPep-FL 0.978 0.965 0.979 0.95 0.793 0.898
(gamma =4)**
iAMAP-SCM [37] 0.978 0.826 0.654 0.998 0.776 0.82
Antimalarial activity UniDL4BioPep 0.975 0.97 0.962 0.978 0.912 0.987
(alternative dataset) UniDL4BioPep-FL 0.989 0.993 0.985 1.0 0.9570 0.987
(gamma = 1)**
iAMAP-SCM [37] 0.957 0.896 0.808 0.985 0.834 0.903
Quorum sensing activity UniDL4BioPep 0.95 0.955 0.909 1 0.905 0.99
iQSP [55] 0.93 N/A N/A N/A 0.86 0.96
QSPred-FL [38] 0.943 N/A 0.935 0.95 0.885 0.945
Anticancer activity (main UniDL4BioPep 0.735 0.735 0.734 0.737 0.471 0.805
dataset) 1ACP-FSCM [56] 0.825 0.825 0.726 0.903 0.646 0.812
AntiCP 2.0 [39] 0.754 0.754 0.774 0.734 0.51 N/A
Anticancer activity UniDL4BioPep 0.946 0.948 0.978 0.918 0.894 0.971
(alternative dataset) 1ACP-FSCM [56] 0.889 N/A 0.876 0.902 0.779 0.93
AntiCP 2.0 [39] 0.92 N/A 0.923 0.918 0.84 N/A
Anti-MRSA strains activity UniDL4BioPep 0.99 0.994 1 0.988 0.96 0.999
UniDL4BioPep-FL 0.994 0.997 0.994 1 0.98 0.999
(gamma = 3)**
SCMRSA [40] 0.96 0.935 0.9 0.97 0.848 0.986
Tumor T cell antigens UniDL4BioPep 0.751 0.743 0.763 0.724 0.457 0.788
UniDL4BioPep-FL 0.746 0.762 0.734 0.791 0.446 0.796
(gamma = 2)**
iTTCA-Hybrid [22] 0.71 N/A 0.844 0.493 0.363 0.756
Blood-Brain Barrier UniDL4BioPep 0.842 0.846 0.882 0.809 0.688 0.992
BBPpred [41] 0.7895 N/A 0.6316 0.9474 0.6102 0.7895
Antiparasitic activity UniDL4BioPep 0.891 0.911 0.821 1 0.8 0.94
PredAPP [42] 0.88 N/A 0.978 0.783 0.775 0.922
Neuropeptide UniDL4BioPep 0.892 0.892 0.875 0.909 0.784 0.953
PredNeuroP [44] 0.897 N/A 0.886 0.907 0.794 0.954
NeuroPred-CLQ [43] 0.936 N/A 0.897 0.975 0.875 0.988
Antibacterial activity UniDL4BioPep 0.94 0.941 0.966 0.915 0.881 0.978
ABPDiscover [45] 0.935 N/A 0.912 0.957 0.87 0.975
Antifungal activity UniDL4BioPep 0.948 0.952 1 0.904 0.902 0.994
ABPDiscover [45] 0.942 N/A 0.921 0.963 0.884 0.988
Antiviral activity UniDL4BioPep 0.842 0.853 0.916 0.79 0.694 0.907
ABPDiscover [45] 0.828 N/A 0.764 0.892 0.662 0.896
Toxicity UniDL4BioPep 0.941 0.941 0.923 0.959 0.883 0.978
ATSE [46] 0.952 N/A 0.965 0.94 0.903 0.976
Antioxidant activity UniDL4BioPep 0.804 0.804 0.81 0.799 0.608 0.872
AnOxPePred-FRS [18] N/A N/A N/A N/A 0.48 0.79

Note: *The corresponding datasets are summarized in Table 1; **Only gamma is specified for UniDL4BioPep-FL; performance parameters are marked in bold
when UniDL4BioPep achieved better performance; N/A: not available in the original paper. Abbreviations: ACC: accuracy; AUC: area under the curve; BACC:
balanced accuracy; Sn: sensitivity; Sp: specificity; MCC: Matthews correlation coefficient.

appropriate feature dimensions, deep learning can also achieve
great performance in a small dataset (e.g. a total of 320 positive
and 320 negative samples) [53, 54].

In UniDL4BioPep, peptide representation is generated by LM
(ESM-2), which takes into account each residue and

sequential information to generate fixed-length peptide embed-
dings. There are also other ESM-2-based LMs with longer fixed-
length output dimensions [30]. However, lower dimensions
correspond to fewer parameters in the following deep learning
model, and thus we chose the available pretrained ESM-2
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with the lowest output dimension (320 dimensions). ESM-2
uses bidirectional encoder representations from transformers
(BERT)-based architecture with modifications. The output is the
hidden state of the ESM-2 model, which is tuned by millions
of protein sequences. Hence, both the value of each element in
the output vector and the relationship between each element
are important in representing the peptide sequence and the loss
of each element might undermine the information contained
in the peptide embeddings. As a result, feature selection was
not conducted. The CNN architecture is inspired by the CNN
architectures in literature and also practical application of CNN
in the handwritten digits recognition MNIST database with a few
modifications based on the dimension of peptide embeddings
from ESM-2 [18, 25]. The shallow CNN model in UniDL4BioPep
had fewer parameters and was compatible with embedding
dimensions from the ESM-2. BPs with small datasets (e.g. bitter,
umami, quorum sensing, tumor T cell antigens, antiparasitic
activity, etc.) had improved performance in test dataset prediction
with UniDL4BioPep, compared to the SOTA models. Besides, a
modified universal model version, UniDL4BioPep-FL, is introduced
to meet the needs of imbalanced dataset modeling relying on
the FL function. Improvement in the balance of Sn and Sp
was observed in six imbalanced benchmark datasets (umami,
antimicrobial activity, antimalarial activity (main and alternative
datasets), anti-MRSA strains activity and tumor T cell antigens),
which supports its validity. Overall, UniDL4BioPep is a universal
architecture in BPs prediction and overcomes the challenges in
dataset size (compatible), peptide representation (repeatable and
fixed approach), feature selection (not needed), ML methods
selection (not needed) and hyperparameter tuning (universal
to the fixed-length feature dimension, only needed for two
hyperparameters in UniDL4BioPep-FL).

CONCLUSION

Novel bioactive peptide exploration boosted by bioinformatics can
significantly reduce experimental periods and cost. As such, fast
and accurate prediction models are highly desirable. In this study,
we first introduced the latest pretrained language model based on
millions of protein sequences for peptide embeddings and further
application in bioactivity prediction. Besides, relying on the fixed-
length output of the embeddings, corresponding convolutional
layers and dense layers were designed for feature extraction of
the embeddings and bioactivity prediction. Because of the self-
learned characteristics of CNN models, it is possible to build
a universal architecture for general bioactivity prediction, and
thus UniDL4BioPep was proposed. The model was trained and
evaluated on eighteen different bioactivities with a total of twenty
datasets and was compared with the state-of-the-art models.
The UMAP results showed that the pretrained language model
(esm2_t6_8M_URS0D) is suitable for peptide embeddings. The
CNN model architecture was compatible with the embeddings
and exhibited better or comparable performance than the state-
of-the-art models, which further confirmed the feasibility and
superiority of using a language model in peptide embeddings over
conventional approaches.

UniDL4BioPep has great potential to be applied to other
bioactive peptide predictions and generate prediction models
with comparable performance. Users would only need to prepare
their BP dataset in MS Excel in a required format (the first
column for sequence and the second column for label). Then,
UniDL4BioPep can automatically read the dataset, embed the
peptide sequences, split datasets (8:2 ratio as train and test

datasets), generate a prediction model, evaluate the model
performance and save the model for further prediction needs.
Besides, we also provide a modified version (UniDL4BioPep-
FL) for advanced usage of the architecture for imbalanced
datasets, where two hyperparameters are needed to be tuned.
The templates for UniDL4BioPep-based model training for
other BP datasets and the employment of generated model for
prediction are available at https://github.com/dzjxzyd/UniDL4
BioPep. Besides, UniDL4BioPep/UniDL4BioPep-FL can also be used
for multiclass classification model development, which further
expands its application scenario. All the scripts were written
and tested on Google Colab, which allows users to execute them
through browsers.

With the great predictive performance of UniDL4BioPep, a user-
friendly web server for accelerating peptide screening and practi-
cal applications has been deployed and is freely available online
at https://nepc2pvmzy.us-east-1.awsapprunner.com/. Users can
choose a prediction model and submit a peptide sequence, a batch
of sequences or a file in FASTA, txt, Microsoft Excel formats to the
webserver and will receive the predicted results in real time. We
anticipate that the proposed UniDL4BioPep architectures will be
an efficient and powerful tool for BP discovery and inspire future
model design.

Key Points

e The UniDL4BioPep architecture outperformed the state-
of-the-art models in 15 out of 20 peptide bioactivity
datasets.

e A userfriendly web server was developed for eigh-
teen bioactivity predictions of any length peptides
with outstanding prediction performance from the
UniDL4BioPep architecture.

e UniDL4BioPep has the potential to be applied to fit vari-
ous bioactive peptide datasets and is expected to achieve
cutting-edge performance.

e The advanced protein language model, ESM-2, exhib-
ited great power to embed peptide sequences with any
length.

SUPPLEMENTARY DATA

Supplementary data are available online at https://academic.oup.
com/bib.

DATA AND CODE AVAILABILITY

The datasets and source codes used in this study are available at
https://github.com/dzjxzyd/UniDL4BioPep.
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